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Outline

• Command and Control in the DARPA Mosaic 
Warfare Portfolio
• Tactical Battle Management
• Operational Level Command and Control
• Cross-Domain Adaptation and Resourcing 

• ARLIS Command and Control Research
• ARLIS Introduction
• Human-Machine Teaming 
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My Background
• Education

• PhD, Electrical Engineering (Control Theory), University of Maryland, College Park
• Industry

• 15 years at Alphatech, Inc., and BAE Systems
• Managed group focused on defense and intelligence community research and development 
• Battle management, command and control (BMC2); autonomy and machine learning; optimization; 

control theory and estimation; and modeling and simulation
• Government

• Program Manager (just under 6 years), DARPA Strategic Technology Office
• Developed and managed the BMC2 Portfolio
• Portfolio included five full programs, numerous studies, several SBIRs, a young faculty award, …

• Academia 
• Recently joined the University of Maryland’s University Affiliated Research Center (UARC)
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Command and Control in the 
DARPA Mosaic Warfare 

Portfolio
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Command and Control at the 
Applied Research Laboratory 
for Intelligence and Security



As of 2018: New Sponsor
Office of the Under Secretary 
of Defense for Intelligence
in coordination with
USAF Office of Concepts, 
Development & Management

has become

New Operating Model
• Project funds from across DoD

and Intelligence Community
• A consortia-based model, 

engaging campus and beyond

Leveraging the full scope of the State of Maryland system of higher education 
to be the Nation’s resource for translational and applied research for 

Intelligence and Security.
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In line with sponsor priorities, the UARC will move away from a language 
focus and concentrate on issues related to human behavior, human-
machine interactions, artificial intelligence and leveraging new 
computing tools, techniques and platforms.



ARLIS Vision Statement
1. The premiere strategic research partner for the DoD for the most 

critical and challenging intelligence and security problems that 
involve social and human systems.

2. Exploit social systems, autonomy and augmentation, and 
advanced computing to enhance day-to-day job performance as 
well as critical leadership decisions that affect missions success.

3. Nurture a dynamic network, and pipeline, of performers and early-
career talent to accelerate discovery and innovation in critical 
national security areas.

4. Lead the University of Maryland, and the broader State of 
Maryland, in providing service to the United States Department of 
Defense and Intelligence Communities
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ARLIS…
1. Serves (reports to) the Director for Defense Intelligence, 

Counterintelligence, Law Enforcement & Security
• Areas: Security, Counterintelligence, Personnel, Industrial security

2. Supports the mission of OUSD(I) and DoD IC
• Areas: Policy, ISR, Battlespace Awareness, HUMINT, partner 

engagement, DoD IC agencies (NGA, ONI, DIA, NSA, NRO)

3. Serves the IC and DoD community
• More broadly: FBI, ODNI, CIA, IARPA, DARPA, Army (C5ISR, CSC), 

Navy (NAWCAD, USNA), Air Force, NNSA (NA-12; NA-10) in ways 
that leverage and enhance the UARC core competencies
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ARLIS Integration with Campus 
Augmentation & Human System Integration

Mixed Augmented/Virtual Reality 
Innovation Center

Perceptual Interfaces &
Reality Laboratory



Evolving Disruption Strategy
1. Human-Machine Symbiosis: 

How far can we integrate humans and machines?
i.e., VR/AR and AI+HCI, AI “Systems Engineering”, novel interfaces

2. Influence and Behavior: How do we detect and deflect 
cognitive and societal attacks?
i.e., information operations, disinformation, deep fakes, insider threat, 
personnel vetting, etc.

3. Advanced sensing: How deep can we sense?
i.e., vision, perception, quantum, humans, groups, society, etc

4. Industrial resilience: How to deliver uncompromised?
i.e., 5G testbed, industrial security, supply chains, cyber, etc
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Human Machine Teaming
• Goal: “Man-Computer 

Symbiosis” (J.C.R, 
Licklider, 1960)
• Humans and machines in a 

partnership that “…will think as 
no human brain has ever 
thought and process data in a 
way not approached by … 
machines…”

• Claim: Effective teams 
are built on trust, 
common understanding, 
and appropriate allocation 
of roles
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Human Machine Teaming Challenges
• Trust

• “Explainability” of plans and decisions
• “Directability” for planning and autonomy

• Common Understanding
• Intent – both for the human and the machine
• Shared situation awareness
• Common language for interaction – incl. effective communication of state, 

AR/VR interfaces
• Role Allocation

• Appropriate assignment of roles to humans and machines
• Adaptation based on context
• Avoid the “Automation Conundrum” (Endsley, 2017)
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Project CAVES: Collaborative Analysis in a 
Virtual Exploration Space
• Goal: Develop augmented reality / virtual 

reality (AR/VR) prototypes for collaboration
• Immersive collaborative environment, explicit incorporation of 

participants, realism

• Challenge Problem
• Planning and rehearsal for across distributed command posts
• Provide similar experience to collocated planning and rehearsal
• Working with Army Futures Command CCDC/C5ISR Center

• State of the Art:  Electronic sand tables, 
collaborative environments on 2-D displays
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Current State of the Art: 
Command Post of the Future 

(CPOF)
Interactive, 2D, collaborative COP



CAVES Challenges
• Operational 

• Same space, different locations
• Austere environments and interconnectivity 
• Information transmission and receiving
• Multi-domain visualization with cyber patterns & 

emissions
• Human factors and workflow

• Design
• Improve sensory vividness and efficiency
• Minimalize sensory overload  
• Reduce cyber sickness
• Individualized Human Factors in AR/VR Performance 

metrics 
• VR/AR Familiarity

Augmented Reality &
Heat Mapping




	Command and Control Research Challenges�30 October 2019  
	Outline
	My Background
	Command and Control in the DARPA Mosaic Warfare Portfolio
	Slide Number 5
	Slide Number 6
	Slide Number 7
	Slide Number 8
	Slide Number 9
	Slide Number 10
	Slide Number 11
	Slide Number 12
	Slide Number 13
	Slide Number 14
	Slide Number 15
	Slide Number 16
	Slide Number 17
	Slide Number 18
	Command and Control at the Applied Research Laboratory for Intelligence and Security
	Slide Number 20
	Slide Number 21
	ARLIS Vision Statement
	ARLIS…
	ARLIS Integration with Campus �Augmentation & Human System Integration
	Evolving Disruption Strategy
	Human Machine Teaming
	Human Machine Teaming Challenges
	Project CAVES: Collaborative Analysis in a Virtual Exploration Space
	CAVES Challenges
	Slide Number 30

